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Recognizing the mmportance of ¢
tramning needs, HumRRO condycted a system design study in 1971 and 1972 that

In desxmg

“ms had to be solved—| how to code and buffer a

puter-administéred instruction in meéting the

Army’s
led to the developmewt of an intergtive graphics sysum called CHARGE.
the CHARGE terminal,

two prob

high-resolution colored image, an how Lo decode and display the image on a CRT, both

at a reasonable cost The repbrt describes the terminal’s image encoding hardware

zrrdntecture from a theoretical #nd detailed logic pomt of view,

D991gned inttially for u$ in mstructionatl systems, the CHARGE terminal can

provide considerable and versatile graphus d?splay for many applications (including

oqunpment design, trouble- shootmg etc.). While being Lost-’competxtxve, the CHARGE

termmnal system can achieve color, gray level,

rapidly, and economically generated from a (3-D)

3-D- perspectives, and rapid updating.

Pgrspe(‘tlge views can -be simply,
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PREFACE

.
a

i

Thls report describes the results of the development by the Human Resources
Re arch Organization, (HumRRO) of the CHARGE Interactive Graphics System terminal.
The termmals image encoding and terminal architecture are descrlbed from a theoretical
and detaxled logic pomt of view. '
The work was begun, at HumRRO Division No. 1 (Systems Operations), Alexandria,

5 Vn‘gmla under Project IMPACT in 1971 and has continued under Work Unit CATALIST.

Dr. d. Damel Liyons 1s Dxrector of the Division (now the HumRRO Eastern Division), and

Dr Robert J. Seidel is Program Director, Instructional Technology Group
] Members of the CHARGE System R & D Team were Dr Ronald d. Swallow
eRl "Principal Investigator, Mr. Roger L. Gunwaldsen and Mr. William G. U derhlll '
! . The work def®tibed in this report was conducted for the Department,gf the Army
| under Contract 19-73-C-0004. Computer-administered instruction /x'eseax;ch is conducted = = .

under Army Project 2Q163101A734. ”

»
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. Meredith P. Crawford
r President
Human Resources Research Organization
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- INTRODUCTION

'BACKGROUND ' s —

v ;
‘ The combmatxon })ifs(nkmg financial resources and aYSmaller volunteer Army
xncreases the demands .made on service personnel, increases the lmportance of each
lndmdual soldler and poses even more difficult problems in training. The need for more
’effectwe and effrcrent traxmng is mcreasmg The training must deal with wrdespread
student differences, provide an increasing number of cornplex skills, and r_equlre fewer
skilled instructors. ’ ‘ .
When it is developed propérly,. computer-administecred'instruction (CAl) is one of
the most promising approaches available to meet these new training demands. In recog-
e ARt e T T
nition of these demands, the Army Researchm?staﬁﬁshed Preject IMPACT in
FY 1968 -as an advanced development effort to provide one means to achieve these goals
A complementary effort to study feasrblhty of CAI in an operatlonal envrronment was
estabhshed at Fort Monmouth, New dJersey. The Armys six Years f accumulated
experience in CAI research and development have resulted in a ready, é.ﬂvanced develop-
ment resource for the Army.s needs. f ; -l '

HumRRO’ recent capital mvestment in a mmmomputer CAl cc/)nflguratlon has
added new dimensions to the lnstructxonal facrhtles The PrO]/ct IMPACT staff has
provided guidance xncludmg slmulatlons leading_ to the design of the Army s prototype.

< Computerized Training System (CTS). Work is contmulng under Work Unit CATALIST.

The overall system research and’ development efforts, of which the CTS simulation
are one output, ha\;e been intended. to develop a new.-generati'on, dynarnic-graphics,
cost-competitive CAI systein. The current HumRRO-designed architecture represents a

. truly state-of-the-art system. . ;" "
: HumRRO’s system design study conducted dunng 1971 at]d 1972 led to a

hardware/software desxgn which in the area o termmal systems exbeeded e/xpectatlons

E

- While bemg cost-compe«tltwe it achieves not only color, gray level 3 D perspective,’and
rapid updating, but perspectwe views can,be simply, rapidly, and e¢onom1cally generated
from a (3-D) xyz-coordinate, dy‘namically changing, “‘real world” description

The capablllty is provided in ‘a vxdeo ‘display terminal called CHARGE.. Desrgned

initially for use in xnstructlonal systems, the CHARGE termmal can provide considerable

- - .
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and versatile gx:aphics display for many applications (including \',equipmerii;: design,
trouble shootmg, etc.) - . . v .
' The HumRRO desigh study indicated that, with respect to leadmg exlstmg CAI '
system designs (e.g., PLATO and TICCIT), an xmprovement of four to 10 in mstructlons
executed/user/second and an lmprovement an the order of a factor of six in lesson size
and swap size were feas1ble These’ advanEes are possmle in.the CHARGE Intex;actlve
Graphics System at no increase in user cost over PLATO or TICCIT and w1th no
. significant reductlons n any other system parameters. Also\,\the proposed de51gn is
economical for a sys~t,em with as few as 100 terrh%nals,‘ yet modular fqr expansion beyong
1000 termnals without duplication’of text storagefretrieval sﬁﬁsyétems. All text rhaterial
15 centralized, WIth little or no need for films or visual matenals at the terminals.
Essential elements in achieving this advanced\demgn are summarized as follows:

(1) Terminal - architectures that mcorporate new solid-state devices, that is,

CHARGE (Color Halftone Area Graphic Env1ronment) terminal. . ' . . /

(2) Special-purpose hardware to take.over well-defined and stable software
p R4 —

[

functions (i.e-, image generator for graphics transform:gplons from 3-D to 2-D). .
(3) Elimination of Input/Output bottlenecks within the’ central computer *
syste}n .Py using hlgh-spéed drum swap and building a few special interfaces where

= . s -

(4) The latest éom’puter Central Processihg Unit (CPU) and Random Access
(RAM) components for mini- and midi-computers where more production

cost-effectiveness can be realized. . N

erg of magnitude above what is possible through the use of a general-purpose

omp ter and software. Once the special-purpose hardware has been 1ncorp.orated into a’

fy ste

achigving significant reduction in cost over existing CAI designs, this can be done only

, it k a smple matter to reconfigure the deswn to lower performances, thereby

with' great difficulty using the reverse approach, thrat is, by first designin'g‘the sim_plef one
and later modularizing upward. 'Thus, the entire range of users’ needs, ;av.hich vary from
oheg end of ‘the spectrum to the other, can be met economically by the new design
thr )ugh reconfigurations of its more efficient components. }

The resolutlon response time, and color sensitivity of the human eye form tHe

boundary of dlsplay termnal performame ‘Off-the-shelf terminals have fallen short not

only of this boundary, but also of the performance of known technology. The CHARGE

| , ] :
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5 Interactive ;Graphics System closes the ‘gap ketween feasibility and availability. Its /
terminals ap])roach the design limit, but dm without accompanying high costs.
-~ h | The CHARGE display terminal system also includes an image generator to support
its terminals. Because of this specml purpose hardware, each CRT can act as a “wrndowf —
into a time- varymg world a world defined physically 1n X, ¥,z and t rather than asa *
canned sequence of twodunens1on perspectives, a world whose perspectives contain vivid, )
colored surfaces rather than lines alone. o ! , )
Thus, not. only is the human eye’s perception capability matched, but so ’is the
human xpind with its capability to model‘“’and manipulate real. or abstract worlds in real
time. . .~ ‘A o \ T
The purpose of this report is to~describe the terminal portlon of tlle CHARGE
Iriteractive Grz}phlcs System. The CHARGE image generator and the CHARG&softwwe
support are described in other documents.

~

SIMULATION OF 3-D WORLDS

other users of tl@fm/.Thus,‘ many users of terminals cayf observe the same subworld,

, producing the dangers and the

/ + problems associated with learning to drive. It can agt as a pilot trainer where other flanes
’ - - '

- controlled by other terminals are within -the
1 « « .

e world and act as realistic.obstacles - e

within the learning environment. N .
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) ac}eleration. A designer can construct or take apart an object, and éer frem any point
‘within the object. Inlgeneral the designer has all the degrees of freedom conce’ivable but
y “prior to the requirenrent for expensive and relatively um;neldy 'Pnock -up stage. of model .
constructlon With one key press, a user can have an object added to hlS visible world A

. new perspective can be calculated and transmitted back to his dlsplay w1th1n 15 second,

Al

which a student can roam. Within this subworld, v1a support of the unagegenera
hardware and via joy stick that controls his position within the envuo@e t, he can open v
a door remove a wheel, or operate ] truck since dynarmc"‘ ameters such as
moVement and acceleration can be contx’olled Pressmg t,be accelerator car_ be made to
mcrease the rate of rotation of such comp()/entﬁ of the engine as the crankshaft,
differential, \—\vh“eels Each of thesi subcom‘ponents of the image can be made visible,

' w.hxle the remammg componen jfﬁe frame, seats, etc.) can be made invisible. The user

(desxgner troubleshooj.er sttrdent etc.) can zoo t a clear view of what other part

he ) ‘de es, amphfled to as great detail as available in tha ’s deflnmon
Slmﬂarly, the anatomy of a human being can be descnbed down to the last organ. A
o medical student may then’ dlssect, as he so des\n‘es, by making invisible those portions

. necgssary in order to view ‘t{le components he wishes to look at. The dynamics of blood

. e
' ' ®
4
> ¥ .
o

“ev

Frdm an author point of view, worlds are defined in mj ¢ different ways and at

retrievable by “ea y&ux\wl‘iauthor who needs a car can call it by\ that

" name, position it where he wishes, re.colorit s0 desires, pnd add it to a subworld %
L. /

PN ‘create the sntuatlon desired for a learning situation. If a Ob](/ECt does not exlst an

cgn rely upon software support close to that needed by an : chltect to crea

- \‘\' Here the\ag\t}lor is workmg at a lower level,, havmg to egjr mold a



Each world, or subworld, defmed by an author can be given a name and retrleved ‘

later by mput of the name only. A subworld xtself called for by-name, can be treated as
an ob)ect and used to cregie a larger “world. The language wal provide for commands

(such as “Put the lamp on the table,” “Move the table into the corner.”) The author

language is being designed to be expandable to include new commands as authors so '

require. This is accomplished by codl,ng author commands in a language of a hlgher level

N

_than machine language.

‘
,
I ] ‘ ”

SYSTEM OVERVIEW. - : :

;The CHARGE system has three major components: a host central computing sy.ster’n,.

. 4 .
an 1mage generator, and a set of user display terminals. These three components are

configured as in Figure 1. ¢
4 y
N Host ‘ .
pentral e .
& Computing
A ’ . System ‘
* a
Ly ’
. /
- ~ \\
v CHARGE : ~ L
Image *
3 Generator ¢ '
' 2
/ ~
T ~ R ‘e
. | S y ¥
CHARGE CHARGE CHARGE| ' g
) .| Terminal Terminal LI Ternjinal ‘
) No. 1 No. 2 No. N ,
i 4 -

"N Figure 7 - The CHARGE System

?

.

.

The host central -computmg system interacts with each user- as he ' creates his

"L 3-d1mensxonal (3D) “world ** a description of a 3-dimensional region of space, The host dees

this by mamtammg and mampulatmg two separate files that serve as the data base for the

CHARGE system &

Py
v

‘ .
o The first, file isthe *“atom” fi}e, a low-level data base that defines a library of

standard 3-dimensional shapes ‘or building l;lo/cks Ssuch as a unit cube, umt sphere, and so

AR

AN

-

\
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forth.. These, atoms are generally not modified by the user;in fact, the user*does not even”

have to know What data are used to represent an atomp, he merely hag to know each atom’s

standard.orientation in space \)} .. .
' e The second file is the Wobject” file, a thr e- structured file by which the user
can ereate and name complex objects by defxmng({e

" in. terms of prewously defined

= objects and atoms. The user does this by use of sy hc cormmmands such as: “Create,

Object A by addmg Ob]ects B and C. Then crea{e Object’D by adding Objects A, B, and-A,

this time moved up 3 meters 1t y In the xyz space.” The lmkages Between levels of-Object

e

definition are “transformatrons (sueh as, “move 3‘meters in y"T The lowest level
“definition 1n any-object is always a transformed atom The object file structure for Object D

in the above example is given in Flgu;e,,& oo , S 4 oY N

. »
.
N

Object D . . N

LS

-

P e ot
Atoms in C - *

. . . Cr
o see J .t. N \

Atoms in Objects - .- Atoms in Objects “e \
nC’ ' *nB

,

@

; ' " Figure 2 -~ Object File Structure

-~ N - / X ’ » Al
4 ! ot /_‘ ' .
- It should be nuted that the data structures In tire hbst central computlng system donot
represent the graphjc view of the world rather  they represent a data base from which an
infinite number of graphlcal perspectwes can be made merel} by the command “Put.me at

(x,y,2) n this world and show me what I see. > In fact] "the host can put seVeral users rnto the

Ny
R ‘ ] &

same world and generate views for each ui éthe same data base. In this aspect, the host

q

§
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system rs s far mbre efficient in 1ts file storage than it would be lf ;t had to store. “canned”
(i.e pre-computed) perspectrves Furthermore the CHARGE systems has the capability of
generatmg a dynamical representatron of this 3D world by glvmg the transformations and/or

Qbserver time varymg parameters The co!t/and performance of the host is shared” by the.

N users. N . . .

0‘:&
The process of generating the perspective begins m the time the user gives the
show command to” the host. The host then .initiates thls process by first “compiling”

£

the user’s world The comp1latlon process accomplrshes two tasks: C
- (1) Each atom that 1s symbohcally referred to in the object file has 1ts atom

data retrreved from the atom file. - . . .
(2) Each transfofmation strmg lmkmg an atom to the world is replaced with an

‘ ‘ —

4

equivalent cemposite transformation:

These two sets of data now defineg the user’s symbolic world. There.is one
composite txansforgrlation, for each occurrence of an atom in the user’s symbolic
description. The amount of actual atom data is.related to the number of d'fferer!;Atoms
symbollcally referred to by the user. For example xf the user’s symbolic object file had
50 a\oms, each one a Cube, the compiler would produce 50 composite transformatrons
but the only atom data that would be retwved is that of the atom Cube. These data

along with the user’s viewing orientation in his 8D world are then sent ta the CHARGE

3 o .
,image generator for perspective computation thereby freeing the host for another user.

The top half of Figure 3 depicts each user’s flow through the host computing'

.system as he creates and views a 3D _world. A typical user will spend most of his time in

“thmk” mode ca'usmg the host to loop through ‘all of the “No” branches each time the

©user is polled The top three boxes are .entered mfrequently compared to think time.

When they are entered, they are typical interactive user requests requu-mg very small
amounts of the host’s resources. v

The greatest load to the host computer is that of compiling a user’s world, but this
too is a low- frequency event. Furthermore, the demands on the host are st1ll quite smalb.
A world ‘with 100 atoms, each 'with an average linkage depth of 4 levels would require
approx1mately 100 x4 x 27 = 1 1 x 104 multlphcatxons to produce the 10(} _composite
transformatxons. 1If the host has a multiplication time of 3usec/mult1plleatxon this would
be 33 msec. of’ coml)éhon a fraction of the real time required to retl‘leve the user’s
atom and object filed from dis)k storage. The computational load of computing the user’s

image is off-loaded onto the CHARGE-imag‘e generator.

c A

- A3
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The CHARGE image generator is a processor located between the host “central
computmg system and, the N user termmals Its function 1s tc iranslate. each users 3D
world/v1ewer data into a high- resalution encoded imag .hat can be buffered locally;
low cost at thé user’s termlnal Like the- host, the ,image generators cost and resources

are shared by the system’s N users. At.the present time, the image generator function is

being emulated in software, thereby allowihg for experimentation in new algorithms

~

before a hardware design is‘ finalized. T .
’f‘he CHARGE image generator is really a_two.sta;ge processor. The compiled world
data from the host enters the projecti\on.vprocessorrwhich projects each atom into a
“perspective_ domain” and limits the resul'ting perspective domain data to those atom
surfaces that would be visible to the txser on his monitor if no other atom surfaces were
present, "The exact form of thls perspectlve domam atom data is chosen to maximize the
rate at wh1ch the second stage processor the wsible surface. processor 1s able to
determme whlch surface is actually v151b{e at each (x}) coerdlnate on the-user’s monitor.
The visible surface processor also ericedes the . res*'ltant 1mage’ into a- whlghly
A data- compressed format that can be eff1c1ently transmitted to and economlca.lly buffered
’s .at thgcusers CHARGE terminal.

‘e a’fe\.,, »

\ . ane the encoded image has been transmitted to the user, the 1mage generator is

»

free ta- service another user. The two stages of the.image generator are 1ndependent and if
¥ ' ‘¢ a second buffer for y- softed perspective domaih atom dafa is added, the projection
prbceSsor can fill one y-sorted buffer with one user’s data while the visible surface
processor empties the other y-sorted buffer containing a second user’s data. #

’ Figure 4 demonstrates the operations of the image generator on an extremely simple
cage, The user has symbohcally created a world cansisting of Just two atoms: a cube and
a triangular plane, The host sends to the’ 1mage generator the fol]owmg data
S . (1) The user’s orientation
A ‘ (2) Atom data for the standard 'cube

(3) A tfansformation orienting the standard cube & the 3D world )
. - ( (4) Atom data for the standard triangular plane

(5) A transformation orienting the standard triangular plane 1’1 the 3D world.
The projectiol processor first projects.the two atoms onto the user’s wewmg

window,” tl}e rectangular area corresponding to the user s momtor Back surfaces are

“clipped away » If any atom surfaces had préjected qutside of the vxe.wmg window

rectangle they too would have been clipped away. The resultmg perspectlve domam data

| consxstlng of surfaces and edges is Shown in Fxgure 5. Note that no “front surface”

.

. "15 Q .
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User's' Eye \ .
X ] B
! User’s 3-Dimensional World

User’s Viewing Window

%

Figure 4 — User in His 3-Dimensional World

Figure § — Projected and Clipped Atoms z

ecisions ha;re\ yet been made between the surface of the ‘cube and the surface of the

N .
/(:riangular plane.\\_ . ’ . . . ’

The wsible surface processor resolves conflicts betwe®n these overlapping surfaces

" and encodes the image into the edge form of Figure 6. Note that as conflicts between .

overlapping surfaces are res\o)ved, intersection edges are automatically created.

Figure 6 also demonstrates the efficient data format at the CHARGE terminal. Each

" “vistble edge” in Figure 6 defines a color and a brightness to its right side; the edges

themselves are ordered n x such that for any scanline (y position) all of the edgés to the

right of Edge i have edge labels greater than i. Edge 1 is a special ‘‘mgrker” edge that flags

to the CHARGE terminal decoder unit that there are data present."The image of Figure 6 '

contamns 20 edges requiring that 20,76 = 1520 bits be buffered at the CHARGE terminal

.

18 “
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Figure 6 — Encoded Edge Image

§

to produce a sharp, colored video 1mage on a monitor _with resolutions 1600 unts
horizontally by 1200 scanlines vertxcally (4.3 aspect ratio). If the same image were to be
buffered as a video image with 9 bits of brightness and 12 bits of colored information for
each point, 20 7 x107 bits would need to be’ buffered : K

‘ The CHARGE image generator and terminal also have the ability to “smooth»shade” .
curved surfaces; that is curved surfaces are approxxmated by -planar facets and the
resulting edges have bltS set instructipg the CHARGE terminal decoder umt to lmearly
interpolate the brightness between successive edges, thereby giving them the appearance
of a cohtinuous, smooth, “round” surface Wxth no edges within it. Thus, round surfaces

-such as spheres and cylinders appear round on the terminal.




) . | APPROACH .
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w?

. ' In designing the CHARGE terminal, two problems had to be solved—how to code and
. buffer a high-resolution ‘colored image, and how to decode and dlsplay the image on a
CRT, both at a reasonable cost. . .

The solutxon to the buffer problem is sxmxlar to that used in stroke termmals for
hne graphic unages—-encode the image, rather than buffer the video. The solution differs,
however, in that there is no practical ¢imit in the number of “pxcture elements,”’ called
edges results, as in the case for a stroke terminal where largé numbers of lines cause an

. objectional flicker. The edge encodmg techmque permits the display of a 4 107-bit image
 at the cost of a 4 105 bit buffer—a key to a low'cost terminal. .

a8

- The solution to the mﬁ:eshmg (decoding) problem requrred innovative memory
architecture and data orgamzatloxl, as well as innovative decodmg hardware, in order to

generate video for output on a colosr moxitor without significant constraints in image

w ]

complexity and resolunon -

. The- following sections descnbe %he ?éim}mal s encoding and architecture from a
, > ’ theoretical and detailed logic pomt of,he)y %

LY

. " -- IMAGE ENCODING 3

"
o

. “EDGE ELEMENTS ) ’ N

~
» © )

An image is encoded by a set of edges. An edge is an imaginary hne to the right of
’ » which is dxsplayed a color up to the next edge (see Figure 7). In addition to defining the ’
color on its nght an edge defines the brightness along the edge and when paired with the
edges on its right defines the ‘brightness in the constant color regxon between edges.

Both color and brightness parameters ate log functions in order to minimize bits
required for their storage and in order that™ brightfiess and color information can be
combined additively rather than multiplicatively. In order to simplify the discussion, the
terms brightness and color shall refer }o log functions, an explicit reference to linea;

& . .~ .
functions bemg made when needed. N .

-

4

¢ !’
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. Figure 7 - Edge Elements
7 3

in Figure 8, where x is positive and f;mcreasing toward the right and y is positive and’
jnc%easing doanard, an‘edge is defined by the 76-bit ﬁ-tuple <KX,YHSB,CGF,E>
where: . ‘
(a) X = xt¥4n 11-bit x-coordinate of the edge s top;

(b) Y =, an 11-bit y-coordinate of the edge s top;

(c) HZ yb yt, an 11-bit height, where ybis 1qan 11-bit y-cgordinate of the edge’s
bottom

(d) §=(xb-xty. 2-M*11; (yb._yt) 4 13 blt signed infeger (12-bit mteger plus

1-bit 51gn) representing the slope where xb is an 1f1.bit x-coordinate of the

N

edge’s bottom and where M 1s‘the\number of ¢onsecutive leading zeros
from the left insthe 11-bit H up to a limit of 10 z
(e) }3 ;‘pt, whgre bt is the 7-bitlbri‘ght;1ess (log) at the top of the edge;

¥ (f) C=., coldr to the rigpt made up of a 4-bit red, a 4-bit blue, and a 4-bit

' greén component (each log-functions); ‘
() G =(bl-bt) 2 ML/ (yb- 3, a2 9bit sig
gradiont of brightness defined downward alo
7-bit brightness (log) at the bottom of the edggq;

o 19’

21\ '

-
.

integer representing the
the edge where bb is the'
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| L e
. .
(h) P, a 1bit flag which,.if zero, implies that the brightness to the right is to
vary linearly (in the log domain) toward the value at the next e_dge;
(i) E, a 1-bit flag marking the beginning of a set of edges in.memory.

»

0,00 x &y ” (0,0 x RGXY 7

. . Parameters

Figure 8 — Definition of an Edge and~its Parameters
v .

Portions of the 76 edye words in the terminal are coded in different ways. For
mstance Y and H are held f% complemen/ff)rm (Y and H). S 1s held as a magnitude plus
sign and where 1f S is negative, X must be held in complemepnt ~£orm Similarly, G is held
as a magmtude plus sign with B held in complement form if G is negatlve For example
a negative S, posmve G edge /Kctually is held as the following n tuple

: B <X Y sl & sign, BGFEC> .

- The conditional complement is required in* Ordter to minimize the hardware imple-
mentation costs and has no other effect on the user or system performance. However, in
order ,to keep the dlSCUSSlon simple, the actual form in which data are herd will
be ignored. ' .

.-

x ‘ . -
o~

POLYGON SURFACE ENCODING =&

polygon of arbitrary shape and color can be repﬁsented by edges In Figure 9, a

perspectlve of a cube is represented by 10 edges (one edge is used to deflne the

background). ) R AN -

20‘\,.%\" A !

\




" Figure 9 — Perspective of Cube

Because the brightness may Vary linearly along edges bounding the polygon and . °

linearly in x between edges, a polygon can represent a portion of a curved surface, as

. shown in Figure 10.

By means of these polygons both flat and curved surfaces can be pepresented in any
1llummat10n envuonment« lumted only by the edge buffer size and the number of bits
used to d;ﬁne an edge. ' Lt <

s, < ~> ’
FLAT SHADED SURFACES

boundmg the right s1de of this type of polygon do not mfluence the brightness within

21

the polygon.




Figure 10 ~ Perspectiye of Curved Sutface
. . v g6 ° - ©
planar surface .of an object has a constant brightness only for light sources at
mfmlt.} Planar surfaces thaf are lllummated b) nelghbonng light sources requu‘e a varying

shading and thus fall mto ‘the category of curved»shaded surfaces.

’, / . . N P

CURVED SHADED SURFACE ENCObING . \/

‘ \ For planar “surfpces ilJuminated by nelghbormg llght sources and for curved surfaces
{

3

the bnghtntx S throughout a polygon must vary The bnghtness w1thm the polygon is a

22
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&
. piecewise linear function of that at the comers of the polygon because of’ the way
brightness is defined alorfg ‘and between edges In particular j‘&e bnghj;ness along an edge

at scanhne y is defined by:

b(y)=(v-Y).G. 21\: 11 +B .o (Equation 1) *
' which reduces to : ' - .
T b=V ®PibY/(P- yh+B . (Bquation?)
whxch is sthe linear mterpol‘ated brightness alcmg the edge. ., N

Jf on the same seanlme the' bnghmess of two adjacent edges are by(y) and w
chen the bnghtness at x between the two %adjacent edges boundmg a curved shaded

&

= 3 :
— b(k,y) = (x - x1) (ba(y) - b1(Y)) /(Xz X1) b1(Y) . (B uat10&3)
where x1 and x9 are the x mteréepts of the two edges and w.nere the fo of the

surface is defined by . oot “i - >

equation is that of a lxrg\ar mterpolatxon, as shown in Figure 11,
w . , s

-

. _" . s ' \ a.

o~ ¥/

N (KLyr
bl(y) ;’ . ' 4

Figure 11— Curved Shaded Interpolation
: /
The edgés on tfhe left of curved shaded,polygons haVe their F set to 0 (see Figure 10),
The edges on the nght of these polygons must of course have the appropriate Gs and Bs.

f

However, their Fs depend upon the, nature of the surface to the right. If a discontinuity ~

. in brxghtness is required to the right.of a curved shaded surface, the edges on the right of

. B

o %25 N

.
" N A
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the shaded polygon must ‘be followed by another set of parallel edges which redefine the

brightness and color farther to the right (see Figure 10).
¢

' ENCODING COMPATIBILITY TO IMAGE GENERATION

LIS Aside from sthe obvious cost advantage afforded by the data compression of edge’
N encodin"g, there is a second advantage related to image generation,

The generation of 2-D perspectlves out of’ 3-D objects reouxres planar approxi-

. mations to durved surfaces in order that low-cost, high-speed, VlSlble surface calculations

' can Be achleved The perspectives of these planar surfaces are polygons that are con-

‘ i ven1ently represented by edges. Also, the brightness of the 3-D objects is generated only

. . for the ?';rners of the facets represqnting curved 3-D surfaces where linear interpolations

in the perspective demain are assumed for all other pox:tlons of the surfaces. This

e

1nterpolatxon 1s identical to that used at the termlnal perm1ttmg a perfect match between .

".image generation and terminal detodings . ;o

’ S . \ .
VIDEO TO EDGE ENCODING e _

$ " In theory, it is possible to ,‘epresent any video image to any acou;aey by edge
encoding. However at the presgz time, o algorithms have been developred. ",

Because of the lower data compression often afforded by storage of one or more

2D perspectives in edge format than. afforéed by the storage of 3-D objects (w1th

- ¥ —predefxned descnptlons) and because ‘of Fhe inquiry flexibility afforded by generation _of - ="
"2-D perspectives from the 3-D description, the need for video-to-edge algorithms - .
. . \

' " is infrequent.

.
- “ .

: ~ TERMINAL ARCHI’TE,CTURE h ‘ ) ..*‘
[ = o %Y /
. _ The terminal has four major component,s—maln memory, memory decoder, display _ -
momtor and communication controller (see Figure 12). ) .

The memory buffers the edges, and for ea .scanhnglaoutputs to the decoder only
those that are vahd (ie., cross the scanline)’ - - ' o™

The decoder for each valid edge derives the x and b 1ntercepts forms segment data

(portions of a scanline between edges), and after temporarily buffering that data for one
scanline, generates the three-color components for output to the display monitor.
The display monitor differs from a commercial color TV receiver in that- the

bandwidth of the video amplifiers is increased by a factor of 5, and anti-log amplifiers are

24 .
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- | . Figure 12 - Terminal Block Diggram - //

added ahez;d of the video amplifiers. Vértical “resolufion" is increased to 1200 by means

of a 5:1 interlace which does not, alter the horizontal and vertical scan frequencies from
that of commercial TV, o ‘} e . B )
The communication controller interfaces one or more memories to a coax link and

Y

supplies basic timing and control signals for one or mofe terminals.

Each of the major components is described’ in detail betew’. ot /J ’
© . ‘ b 4 . . . . ,\"3
' O ‘ ‘ 2 ’ . ‘ 4
ERICT * .- z - :
} ° . e . ~ -~
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- MAIN MEMORY ‘ . *

* In ordé/for the memory to deliver. to the’ "decoder the edges crossmg a scanl.me a
large bYock of edges must be able to be scanned dunMg the scanllne perlod of about
64-microseconds. In order not to have to scan all of memory durmg the scanlme penod
.~ the memory is organized into two sections, one that is scanned (read) once for each

scanlme perlod and one-that is scanned once for each vertlcal trace penod (every -1/60

. second), as illustrated in Figure 13 . .

3

MOS dynamic shlft registers are employed not only because df their low cost® but
also because of their high speed. -« > a o -

As shown 1n Figure 135 mem‘oryl is organizgd into N banks, each bank org'anizedii’ato
the two sections referred to above. A unjbus_output strifcture is em’plo\yed from main

memory to the decoder for convenient memory expansion and simple interfacing.

Similarly, an inout bus is employed to all N banks of mernory. In additian to the N -

banks a memory/decoder control unif is required. . ,

Flgure 141s a block diagram of a bank of memory The section of memory that 1s
scanned (tycled) in each scanline perlod consists of 76 256-bit shift registers, and. two
76-bit Transistor-Tranststiy Logrc (TTL) registers. These shift registers and TTL regrsters
form a 258 cyclhic edge:'lnemory The larger sectron of memory, which is scanned once
every vertica! trace period, conslsts of 76 1024-but dynamic shift reg]sters It can be func
tionally mserted into the 258-bxt memory loop, forming a 1282 cyclic edge mepory during
certain scanline periods. | ) 7 oo

s In .addition to the two, sections of memo% aret,(a) a scanlme cross-detection
“out

cxrcurt with a contrsl circuit and a delayed ut reglster and (b)a bus mtérface
Because the larger section of memory, Jblocks of edges can b% moved in and out of the

smaller section of memory during “certain scanline "periods wrthoqt altering the order of‘

’ the edges. - ‘ L

The 258 edge memory is cycled each scanlme ThlS 258- edg%memow loop is always

clocked (c¥cled) completely around between the msertlons of<* the larger section of

»

“ memory to keep the data In the 3ame order » 5
Because the N banks of memory are clocked together durmg lmage decodmg, blocks
of up to N.256 edges can be moved into the smaller sectlons of memory dumng a

scanline period. ' ~ e T T

e Ty

A portlon of the edge data passing thrdugh the oufput reglster of a bank LS fed into

“the scanline eross detection c1rcu1t which cogpues the y of the scanline wrth both Y
: 20 -

T “',;,2/8
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" 4-bit register chips are used.) . - . —_

§

and Y + H of the edgeé. Results of this comparison are loaded into the “delayed output

register” of the scanline cross circuit exactly one memory clock time later when new

- a - A -~ -
edge data enter the output register. The contents of -the Jdelayed output register at this

time are Ay(=y - Y), M (the number of consecutive left most 0s in H up to 10 zeros), F,
K, and I I is a 1-bit flag which, if set, means that the edge is crossing the decoded
scanline, asshownin Figure14. K'is a 1b1t flag which, if set, means this is the last
scanline that this edge will cross. ) C

In order that the AY, M, F, K, and I data for an edge be available in the delayed
output register at the same timethe§, X, B, G, and C data for that same edg® are in the
output register, a word of memory cgfntains portrons of data for two edges, the Yi4q,
Hi4q, and Ei+1 data for an edge i+1, arEEhe S;, XL, By, Gy, and Cl data for the preceding
edge i. This eliminates the need for'a delayed output redister which must hold the data
“for an entu'e edge ThlS staggenng of edge data is described in,more détail in the next
sectlon of the report. E,+1, rather than being buffered in therdelayed output register,
\go\s directly to the memory/termlnal control unit where it is buffered F; is buffered
along “with AY, and M, in the delayed output reglster because on{_sga{:eglstertblt is

available there Wwith—an. _interface to the bus..(11-bit Ay and 4-bit M leaVes 1-bit when
’ T—— r

-

> <" -

The delayed output register has tri-state outputs for the direct interfacing of F, AY,
and M to the memory output bus. The remaining portion of the edge data residing in the
output “register is interfaced to this same bus through tri-state logic .bus inter-
face hardware D Al . ¢

The edge data are enabled onto the bus under the control of the I flags of thesN
banks. "Because more than one edge may be vahd among the N"edges of N banks the

Banks are each glven a diffeyent prlonty correspondrng to the X Ordering of the edges in

. the memory to be described in a later section. Phus, if more than one edge is valid, one

by one they will be enabled onto the memory output bus in the proper x ordered

.sequence. . e "

.

The control circuit Jn each memory bank receives the I flags from' the banks on 1ts

left. When a meréory bank’s I is 1, and those of the banks to its left are 0, it places its

data on the bus and resets its I flag, thereby permitting the other banks to gain control

of the memory buwn turn (see Figure 14).

- In addition to the control circuit in each bank, the memory banks are under control

“of a ‘memory/decoder control unit that clocks and controls the components of the N

29 o
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_next scanline decode period. , .

banks and the decodet. ’f‘hxs oontfol unit receives I and J flags from each bank, and if
none of the N edges that are clocked into the outpu\t registers are valid (au Is = 0), flags
the bus‘data as invahd.cA J flag equal to 0 means that I =1 and that there is an I to the
left that is 1. Although this information can_be rederived from the Is by the
memory/decoder controller, it happens to be already available in the bank controllers A,
Jd = 0 means that there is yet another valid edge to be ‘enabled on the bus and, thus, that
memory m\;st not yet be clocked. v ) .

_ The E and K bits from the left bank are used by memory control to locate the first,
and thus the last, edges within subsets of edges. Before describing further the operation
oﬁ}ie memory, the organization of the data within memory must be described.

-

Data Organization

Edge Blocking. The data in the two sections of main memory must be blocked in y
and ordered in x'so that up to 256 valid edges may be detected and fed 4n x order to the

decoder every stanline period. ! ’, ) ‘ . -
The orlgrnal set of edges cannot be partitioned into dlSJomted groups, where
each group can be used alone to decode a range of y of the image and where all portro‘ns
of the image are represented by the groups. The process ol bloeking the edges,transforms
this original set of edges into a larger set containing duphca’oes of some of ‘the original
edges where the edges of the larger set can be- pariitioned into the required type of
dls_]oxnt groups. This partitioning or blockmg of edges (a) puts the edge data in a form
where only one portion' (block) needs to be decoded at a time and (b) orders the blocks
so that blocks of edges can be exchanged between Bthe large and small sections of
memory in such a way that the sma'ller section of memory always holds the blogk of
edges that was used to decode the previons scanline and that may be needed to decode
the next scanlirie. : v
The edges within a block:may extend above or below the range'of y over
which the block ie rused for decoding. i
’ *Each bfock of edges must-include at the beginning a nrarker edge and at its end?.
a.small number of null edées. The marke‘r edge is defined to cross those scanlines over
which a block i; defin®d as‘valid. When this edge is detected during a scanline decode’
period as crossing a decoded scanline, it signals that the following edges are valid for
decoding. If thé marker edge is detected as valid for the last time, (K;=E;=1), the

memory controller sets a fl flop so that a new block of edges will be used during the
~ a .
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Figure 15— Example of Blocking
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Null edges are used to occupy unused memory locgtions. A null edge is defined
as one whose Y is impossible (i.e., 1313 < Y < 211).
Blocks are formed out of the original set of edges as follows; First, the edges
are y':ordered frorn top to bottom of the screen using their Ye, blocks .are formed from
. the top of this list and from .those edges used to fill the preceding block, which extends
“é . below the range in y over which that block is valid for decoding. |
Starting with block 1, whose range begins at y.= Yy = 1 edges are. moved into

this block from the y ordered list where all edges sta'iﬁ_hg on the same scanhm;:' must be

» moved together as a group until the number moved into the block exceeds the function f
where: 4 ) < . . ~
T f=(257- (Yo- Y1) /80- 1)N-1 (Equation 4)

where Yo is the Y of the last group of edges moved. This lest group of edges that
} ﬁovemowé the block 1s put back in the y ordered list and -a marker edge is added with
Y =Yy and H =Yg - Y1- 1. Then null edges are added to fill the block to,an integer
multiple of N. All edges in this block that extend to or beyond Yo are copied into
block 2. ' . v ‘ )
Block 2, now containing those edges copie\d in from block 1, is then filled from
the y ordered list ungil a group of edges causes it to overflow. Just as in block I, the last
. group i§ put back in the y ordered list a marker edge and nulls are added, edges
extending too far. are copied out, and so forth, until memory is filled. Flgure 15 illustrates’

an image broken into two blocks where five edges are ‘common to the blocks. It will be

-

shown later that a mmrmum/g,f/sxx blocks are necessary to fill up memory.

- o Out of the original set of edges suffrcrent to defme the 1mage up to four tlrnes
256 edges may be duplicated in blocks 2 through 5 where four smaJler sections, of
memory fit into the larger section 'of memory, and where 256 is the maxrmum number’

of edges allowed to cross a given scanline. ' N '

- Thus, blocking edge data forces the terminal to have a slightly larger buffer

than the’ theoretical minimum. Were memory not organized into ‘two dections but rather

into only the smaller section and'were N made five times larger, memory would consist

of only one block, eliminating the need to duplicate some of the edges. The trade-off
between the greater overhead costs per bit of a large N umblock memory and the greater
eost of more bits of a small N multiblocked memory \favors the blocked memory. This is
because about half as many.chxps are required, because memory will be extendable by

the user of longer shift regis‘ters as the;I become available without significant chip count

32,
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Block Organization and x Ordering

* desired staggenng AP A

increases, and because the output s

es of the image genez}ator can w with smaller
chunks of edges.’ i . ’

i

Figure 16. The bottom layer of memory is

a

After mEmoriz is loaded, it appears as

B . 1
the set of N input registers, the next 256 ldyers.are in the N small sections of shift
register memory, the next layer is the set of N &utput reglsters and the remammg 1024

layers are in the N largeé’sections of shift reglst;er emory.

Data paths are indicated by the arrows on the lef} side and the arrows down
the middle of the memory sections. When the output .regis rs select the data from the
mput registers, a 258 layer memory loop is formed holding/N . 258 edge words. This is
the mode for reading the smaller section o“f memory. When the output registers select the .
data from the 1024 layer section of memory, a 1282 lgyer memory loop is formed, .
holdlng N .1282 edge words. This is the mode where
being read. Data outputting from the memory come from the oufput registers and data
inputting to the memory enter the input regxsr,kmpla@ﬂ:he” dme
come ﬁow layer'sectro’n “of memory.

T During loading, data enter at bottom ané follow t.he data path ofsthe 1282
o

e large section of memoty is

memory loop (ike., to the top, thenshxftmg downYard)
Notice the staggering of the edge data where gle data for an edge reside in two-
words of memory. During loading, edge data are not staggered. Upon completlon of

loading, the left portions of all N banks are clocked once more, thereby producmg the
LT

®

The memory is cyclic so that there need not be any unused memory locations.
Also the image generator Caréunload its blocks of data, each as they are formed without

r

the need for buffers which hold the entire image. \
. >ght and upward as indicated in

Edges in each block are x ordered from left to

block 1, where there are Ly edges and where Ly /N is an integer. The first word of a
block must be in the .left bank of memory and the last word of a block must be in the
ﬁright bank of m’eraory, the first word is flagged as such; by a 76th bit, E, as shown in
blocks 1, 2, and K. - .

The defmmon of the “partial” x-ordering is that edge j must follow edge i if +

edge j crosse&e same scanhne as edge i and edge j’s x mtercepf is greater than that of

. 'The number of blocks is not limited to fwe (actually six). Blocks containing as few as N edges
are allowed . 3 . - .
- ()
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gdge i. (Refer to Figure\;Z whé{e edge 3 ;nust follow edges 1, 2, and 4, where edge 2 must
follow edge 1, but where edge 4 need not follow edges 1 and 2). ,

‘ As indicated by the data flow, there are two sources of input to the output
register and two sources of input to the input register. Normally, the output register is
selecting input from the input register forming a 258 . N word loop where the smaller
section of memory will be read whenever memory and the 'twq‘TTL registers are clocked.
On approximately 16 scanlines, the output register during a portion of scanline decode
period selects input from the larger secti(:n of memory forming a 1282 .N word loop

emphasized by the dashed arrows in Figures 16 through 19, These occasions when a

’

Figure 17 — At End of First Scanline Decoding Block i

N .




1282 . N ,word loop

15 selected and the larger stction of memory is clocked along with-

the smaller section of memory (1 e., when the larger section of memory is bemg read) are

elther ‘when an entire block of edges is bemg exchanged between the two sectrons of

memory or when N edges (one layer of words of a block) must be exchanged in order to

“'revitalize™

the dynamic memory of the_larger sectlon of memor}, The latter single layer

exchanges move data from the next block located in the larger section of memory into

the smaller section of memory ahead. of the time
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Figure 18 - Early Portion of Scanline Decoding Cycle

36 ..

.

1t is needbd for decodmg Thus the
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block of edges cyc_ling in the smaller section of memory must be small enough to not be

_shifted out by these early entries. Thus, function f in Equation 4 has included a term to
guarantee\he integritv of a block of data in the smaller section. . .

cos-After wemory is loaded, a memory loop flipflop has been set forcing the //
_ ’ memory into a 1282 layer loop so that data passing thrdugh the output register during’
§ the next scanline- penod is hot from block 1, and llkefy not from all of the first block
“\«en,countered (block 2 in Figure16), because part of it will already have been moved int®
the smaller sectlon oi\memory This is the only scanline decodmg period where an entire
block of memory does not pass through gthe- output register, and should really be

consldered a part of the loading cycle. . ~

At the end of the first scanline period following loading, and at the end of all
other scanline decode periods, memory always appears as in Figures 17 or 19,. where
Figure 19 differs from Figure 17 because of the ‘‘early 'reading” of portions of the next
block required to rejuvenate the dynamic memory. The last edge of the block of edges

just decoded is in the output registers at this time. The E flag of the first edge of th¢ -

next block is used to end the cyclling of the memory during a scanline decode period. 1
1nvalld data happen to be in the memory, such that there is no flag set to mar
beginning of blocks, then the memory cycle is terminated after 260 memory clotks. This
protects the smaller memory from excessive ave*age clocking frequencies, a situation that
' would destroy that memory. ‘ ? ) ’
“ . The data from block i + 1 are always put behind the block idata in the smaller
section of memory and that the block i data have entered behlnd ‘that of block iz 1,
most"of which have been pushed out and around into thelarger sectuf n of memory.

. - Because the end-of the data for block i+ 1 which has en’tered prematurely is
'not marked by a flag, a 258 state alignment counter is held to a value of —1 whenever
the larger laop is. clocked. Otherwise, this counter always mcrem%nts along with the
clockmg of the srhaller section of memory (cycling through values - 58 -257,...-1) S0
that 2 count of -1 flags that the data between the two sections are “reallgned ” that is, .
the end of block i+1’s data m the smaller section of memory hau% entered the dutput

selected and clocked. ‘ \ .
If during a scanline decode period where block i is being dedoded the first edge

reglster Only when this counter is -1 is the larger section of meT ry allogved to be

(marker edge) is detected as valid for the last time (K= 1) the memory loop ﬂlpﬂop is
set, otherwise 1t is reset _Thus, if at the beginning of a scan decode penod the memory
, loop fhpﬂop has been set or if 16 scanline decode perlods have passed without reading

| 33 - S
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the larger section of memory, thflarger loop wiu Ibe read when tl\le alignment co’unter
has reached -1 eit'her at the begihning of the scantine ‘decode period as in Figdre 17 or
further along as in Figure 18, where at the beginning of th# scanline f):eriod memory

apbeared as in Figure 19. That is, during a decode cycle requiring the decoding of block

i+ 1, most of which still resides-in the larger section of memory, the small seetion of

from the larger memory In other words, at “the beginning gf a cycle the 1mage in
memory appears as in Figure 19, and when the 1mage appears as in ,Flgure 18 where the
counter is -1, the larger mémory loopois read until the image appear:as in anure 17
where i+ 1 is substituted for i. Similarly, during a decode cycle ;Qhuuing a single
revitalizing read of the large secf}lorn of memory, the larger loop ?glll be read for one
memory cycle when the counter rea;:hes 1. i . .

After the first memory, cycle clockmg, the: contents of ‘the output reglster
contain the X,G,S,B,and C data for the first set of N edges to be outputted where the
Y, H, F of these edges. has Sed through the crossdetection c1rcu1try produeing AY, M,
F, and I data in the del\ayzﬁ g
either block i+ 1 or block i- 1, block i alvray_s residing near the top of the small section

of memory_at thisstime. Thus, if this is a cycle where block i is to be decoded again, sets

of N edges are scanned i)y at peak rate,"the memory controller flagging them as invalid tq

“the memory-bus, until a “first vahd marker edge” in block iis det}ected Only the.marker

edge of block1 w1ll be detected as valid, ' . ;
' When the ﬂag is detected, normal wcrossi'ng detect':io\n control of .memory

clocking is actlvated so that each of _the- valid edges (those crossing the scanline) are

enabled onto the bus before memory is clocked again (using Js). When a marker edge is .
.detected (valid or invalid) foellowing a valid marker edge, or when 260" memory clocks
have occurred, the cycle ends. During scanline decode periods when a new block of edges

is sought, the cycle ends 'on the first marker edge found whether or not a valid marker’

edge has yet been encountered. The é®tra “‘,overflow” counter which signals the end if no
marker edge is detected guarantees that the 256 shift register system does not c10ck in
excess of an average of 4 megacycles

There should always be a\vahd sca,nlme crossmg of a marker edgé durmg a
decodmg cycle if the data have been properly formatted. If r\gt, the memory lgop
flipflop is set, forcing a new block to move down during the next scanline decode period.

This also perm#® the memary to quickly find the correct block after a loading cycle, no

R 39 ‘. f

output registers. Normally, these first N edges belong to

" memory is read and decoded until the counter is -1, after which all further reading is
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more than K (number of blocks) scanline periods being«reQuired to hit the right block”
! .

out to K blocks. However, the largesse¢tion of-memory is not allowed to,be cycled more

than 64 times during a vertical trace pelriod. This protects the larger, sHift register system

from clocking at higher‘ rates than their clock drivers can stand. Again, this protects

.° 3 memoty in cases of invalid or incorrect data résiding in the larger section of memory

(IR

\J

Y

where each block moved down m.ay not have any valid edges.

Further Discussions of iMemory Operation

’ . " R T,

Clocking of the ~memory occurs at multiples of a*134-nanosecond period ‘(134

.
. °

- nanoseconds determined by the maximum' frequency of the shift registers). Daring each

perrod of 134 nanoseconds e of the N edgés read into the output r,eg}sters will be put
on the bus and flagged by the 1-bit V as valid or mvalrd If among the N edges, P are

wvalid, then P x 134 nanoseconds will pass before mqpory is clocked again. If'ampng the

N edges none are vahd the edge from the right bank is placed on the bus and flagged

N

as invalid. = e }*S?f;!:

Durmg each scanline decode perlod the smaller section of memory is clocked ©

258 times an.d the larger sectrong of memory is clocked up to 267 timesonce if for ° |

refresh purposes and up to 257 times if a mew block of edges must be read. . 4/

After 258 memory clocks, up to 256 valid edges and up to 258-256 / N invalid
edges may have been placed upon the memory output bus 'T‘hus it all N valid edges
happen to be bpgether in only 256 AN layers of memory, a minimum of 514-256 / N

clock penods of 134 nanoseconds each is negessary to decode this worst case number and ‘

dlstrrbutron of valld edges w1th1n memory.

. .

. After each scanline decode perlod the small section of memory contains the
.last block.of edges decoded If a marker edge was detected as vahd but not for the last
time dunng this last decode per10d only the sngall sectron of memory is read during the

, next scanln\e decode perlod the larger section of memory bemg read possibly once if it

has not been read for 16 scanlme decode periods. ) .

If after a scanlme decode period a marker edge was detected as vahd fpr the
last time, the’ smaller sectron of memory is read until the data in the snagll section are
alrgned with those in the largervsectron of memory after which the larger section of
memory is read, the larger section of memory clocking along wrth the smaller sec\tlon
untll the small section has been clocked possibly up to 258 o; eVen 260 times, deperrdmg

upon the condition t.hat ends the cycle There are ouly two possrhle reasons why no edge

crossings will be detected during a scanline decode perlod Either the data in memory are

- . . , < ,. .
’ . } .
.
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invalid (because of- unknoWn memory state Just after turn-on, because of a transmission

e

error, because of a data format error), or the data are valid but'the edges are not (nq

- crossings detected) becausa memory has not caught up to the beam y value - ' ) .
R . R : ‘ - ‘.)f 7 ?: ’ g - ’
TERMINAL -MEMORY DECODER .. . ¥ . ) .

The decoder consists of ghree main components, an edge-to-segment decoder, a

egment buffer, and a segmer;t-to-videq decoder (see Figure 20). A segment is'd'efined as
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' the scanline interval between .two adjacent edges. The parameters used to define a
segment are its width Ax, its color C, its normahzed gradlent of brlghtness g (10 bits),
and the smooth shading bit F (see Figure 21) N <

. i‘ \~ * . i i

[ . ‘ “ .
» rﬁ . . ¢
\ N - 4 .
- > I .
.

‘ \ 3
A) » » . N
- v by / g—» CJF . \b]
: ' A Fx; . Segment ¥ Xj \ ‘ .
o/ N « N\ X
. o / |- < A x =\ i
. / edge i ‘edgg ] + .
\ / ’ \ )
/‘ - Ax = Xj- X{ ) N )
' . ‘ ) - ‘_ (b'—l')i)zll ) , ~ s
e , . s ' . i g [AX/z] ’2!“
T, . c‘ . . ' . N=# Left most Zeros of A X up’to 9

[ A x/2]=upper 10 bits of A x
Figure 21 — Definition of a Segment
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A ~ . A

Edge-to- Segment Deooder ¢ . $ "

2

Th1s unit is a plpehne device with eight levels, the fn'st level receiving edges from the

memory output data bus, and the seventh and elghth outputtmg one or two segments to

. ' the segment buffer for storage in a single word of memory (see Figure 22). - . ,:- .
N The inputs to the decoder are the data on.the memory bus, < AY, M, X, §, B, G, C,
F, V>, and Plpe Clock Enable (PCE) as well as a 134-nanosecond clack and buffér load - e

Cycle Reset pulse (CRS) from the commumcatxons contrdller where CRS marks the end
of a buffer load cycle. The- pIpe is clocked at multxples of 134 nanoseconds, enabled by
PCE from the memory cont&oller, . ' . B .

Levels 1 through 6 convert edge data to segment ddta. Levels 7 and 8 buffer one or

« two segments for storage in ohe ‘word of the segment buifer. Two consecutlve segments
must be stored together whenever the one on the left has a Ax < 3. A% flag, e, is stored m
each word of the segment buffer. If e, is 0 it means that two segments are present, the
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tleft one whose A% §_3. Because this left segment’s Ax is less than or ®qual to 3, only Axg

(its low order bit in Ax), an 8-bit Ab, and a 12-bit' C afe required td ,.define that segment.
The ‘following right segment is defined by an 11-bit Ax’ a 3-bit N', a 10-bit g’ a 1-bit F',
a iZoblt C,and a 1-bit “‘first word" marker, m’. An m =1 flags the word (when read by '
the video generator) as centaining the first segment(s) of a scanline. A write enable,
Buffer Write Clock Enablé®(BWCE), is generated by level 6 whenever data are present
for storage _— : . - ) . :

Levels 1 and 2 (See Frgure 23). Levels 1 and 2 generate the X and b lntercepts for

each edge passing through. Two levels are requxred because the miltiplications 1nvolved
cannot be done in one clock period of134 nanoseconds Level 1 reeeives as data 1nput
AY (=y-Y), M ekp(ment for S), $, X B, G,C,F, and V (an edge vahdlty bit). This
level buffers these data where AY . 2M s remembered rather than-AY and M 1nd1v1dually
and produces as output 1ntermed‘1ate products toward the solution for the intercepts. .’

Level 2 buffers the intermediate results and produces as output V {1 blt),

(12 bits), F (1 bit), x (11 bits), and b (7 blts)‘where., _-*' . -
- Xx.= AY . ZM’:‘H .S + X (rounded to ap 11-bit integer) *  (Equation 5)
b=aY.2M-1F G +B (rounded to'a 7-bit integer) (Equation 6)

The‘ 134-nanosecond clock for these and folloWing levels is enabled by PCE.
The pipe’s clock. is mhlblted that is, PCE 0, if the edge on the memory bus is invalid
and is from the block of edges requrr’ed for decoding the scanln)e being worked on. That
is, an invalid edge will be placed upon the bus Wnen all .N edges enbermg the output

register from a valid bloek of edges happen not to cro‘ss‘ the decoded scanline. By

. inhibiting the clocking of the pipe decoder for invalid e’dges: from a valid block,

neighboring edges in the pipe will always be valid one$, will be in x order, and thus will
be organized so that the lower levels of the pipe can form segment data out of
neighbo#ing edge data. .

Until the first valid edge is placed upon the bus and after the last valid edge is
plac'ed upon the bus, the pipe is clocked at 134-nanosecond intervals independent of the
validity of the data, guaranteeing that the block gf valid edges that entered the pipe will
pass through the pjpe. The last valid edge that erlters the pipe during a decode period, is
followed by invalid data as it moves dovvn the pipe. The segment to be generatkd to
represent the gcanline to the right of this last valid edge will be forced in level 6 to have
a Ax (width) sufficient to guarantee that« the scanline video to the right of this last valid

edge’s x int:ercept will extend all the way to the right on the screen. Of course, if this

' y‘last edge is 2 smooth shaded edge (with F = 0), the video will be incorrect. In such a case
. A
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. there should hﬁve been one more valxd -edge whose x mtercept corresponds with the right

< -

edge of ‘the plcture (at x = 1300) - .

For notation convenience, pnmed variables shall refer to those of the next

. edge. lThus for a scanlme if B refers to the brightness of an edge i, then B', B", and S0

forth, refer to the brxghtness of the next and following edges just to the right of edge i.
Levels 3 -and 4 (See Figure 24). Level 3 buffers the data from level 2. Level 4
buffers the data from level 3 and produces as output V,C, F, Ax (11 bits), and Ab (8 bits,
7 blt magnitude plus a sign bit) where:
* Ax = x' - % (x' is the x intercepi of the followmg edge)
Ab = b' - b.(b’ is the b intercept of the next edge)

K(Equation 7
(Equation 8y,

Pipe Cl’ock x" b" Cc'F'V" ‘
PC. 1 \d l l . ,
< ; - i
T+ b CchVl
— x’ . '
b\ e
¥ Y Y
\
¥ X Yhb - ) .
«_ Gate Gate
Network Network
A
é?.
B - CRY
v v - ]
Ax (14-Bit Integer) Ab-(8-Bit Integer) CFV ,

(Magnitude + sign} .
o N

To Level 5

Figure 24 ~ Block Diagram of Levels 3 and 4
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A carry bit, CRY, which reduceﬁ Ax% by one in this level 4, is true if the previous Ax,
now m level 5, is less ‘than. 2 (Ax in level 5 are forced up to a value of 2-if they are 1 or
0 in level 4).

L

ﬁ'ﬁ‘ Level 5 (See Figure 25). Level 5 buffers its input from level 4 and produces as

output’ Ax, Ab, r (10 bits), F, C, V, Less Than Four (LTF), and Vahd Not Last (VNL)
‘This level relays on Ab F, C, and V. LTF is true if Ax is less than four. If Ax is.less than
2, Ax is set equal to 2 and CRY is generated, forcing the Ax' of the next edge to be
reduced by one unit.

Thus, Ax, if not greater than 1, is forced equal to 2. The Ax for the following
edge will then be reduced by 1 and any remainder remembered in the ‘‘correction
register.”” If this next edge’s Ax is then also too small, 1t too 1s set to 2, forcing still the
reduction of the next edge’s &x until some Ax can absorb the correction. Because edges
will be generated so as to be two units apart after x is truncated to 11 bits but before S

: is truncated to 13 bits, the corrections to Ax in the pipe will never be reqbired to move
an X intercept more than one unit in x and only when two neighboring edge x intercepts
happen to round off to a one-unit separation. Axs are foreed to a minimum of two units
in order that the ‘segment-to-video de‘c’oder unit need not do register-to-.register transfers
at clock intervals 'less' than 67 nanoseconds (equivalent to twe anits in x aloné a scanline)
and .in order ~th‘,at _the segment buq;fer does not clock at intervals less thanq 134
nanoseconds.

Ab is in a mag‘nitude-plus-sign form because it shall be tised by a rrlultiplier in a
following layer and because the segment to video decoder requires that form.,

, The 10-bit positive integer, r (no sign bit), is defined by the equation for F =0
segments ‘ o

L= [(rounded off to a 10-bit pqsrtlve “ (Equation 9)
.o [Ax/Z].‘?.N integer which is < 512) 1

where N is the number of consecutive leftmost zeros in Ax up to, nine and where [Ax/2]
is an integer formed by the upper 10 bits of the 11-bit integer Ax (i.e., truncate to6 an
integer, [ ], the number Ax/2). ’ '
For F=1, ris set equal to 29 the value m the above equation where [Ax/2] =1.
Smce r will be multiplied times Ab in the next levels (6 and 7) to form a brightness
‘gradlent g, an r of 29 will guarantee Ab can be recovered from™ g later in the segment- .
to-video decoder via a shift network rather than via an expensive divider network

(actually g = 22Ab when F = 1). Thus, for F= 1 cases, where g must not be used to alter
N 'y - .
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the brightness (b) alongﬁ scanline over the segment’s range in x Jntil the end of. the
segment, the brightness must jump by Ab. This will be discussed further when the
& segment-to-video decoder, {s described. ‘
~The variable » is thamed by a Read Only Memory (ROM) (or Random Access
Memory, RAM) ;ai)le.lbok-up The function [Ax/2] behaves in such a way for each
mcrement in Ax that a 256 11-bit word table can be employed, consisting of an 8-bit
“1/X” mantissa and 3 correctlon bits.
To use the table, first u (up to 2 0s) ‘are shifted out of [Ax/2] if possible. Out
N of the‘resultant number A(ag. . .aqQ) the upper eight bits (ag .. .aé) are used to look up

the value of 918

= : -1 Equation 10
- T 2N-H fag . . . 251 1) (Ea )

This denominator differs from only in that two 1s reside in

1
the lower 2 bits. If aj =ag = 1, the correction bits are ignored and a 1 is adéed (cancels
the -1 in Equation iO). If aj =1 and ag =0, the first correction bit plus 1 are added to
T. If a3 =0 and ag =1, the first and second correction bits plus 1 are added to T. If
d] = ag = 0, all the correction bits plus 1 are added to T. Equatien 10 employs a “-1”in
order to make the 9th bit of T a 1 and the  10th bit O for all cases. Thus, the 9th and
10th blts of r need not be stored in the table After corrections, a 10-bit. integer results
whose maximum value if 512. v
When a RAM is employed, RAM Data (RD) can be written at address }.1A
(RAM Arddress) upon 'enabling (selecting)' RA with RU and strobing in the data with a
Write Pulse (WP). RA, RU, RD, and WP are generated by the terminal control unit and
communication co troller. RA and RD are placed upon the memory jnput data bus on
these occasions. . * '
..Lévels 6, 7, and é (Sée Figure 26) These last thfee levels obtain the brightness

gradient for each segment buffering up to two segments for storage in a single word of

the segment buffer. _
Level 6 receives as input V, Ax, r, Ab, C, F, VNL, LTF, and CRS, and'buffers
all but VNL and CRS in a TTL register. If"VNL is true, the segment is valid .and not last,
& " in which case Ax is not replaced by Axpay when buffered in the TTL register. (See the
select network in Figure 26.) - .
*" A multiplier network{ distributed in ‘leyel 6 and>evel 7 forms the product
» » '

where:

.

- ¢ - .
‘. g =Ab.r.277 (2 1{2) _(Equation 11)
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a“lO-biit signed (rnagnitude plus sign).integer that is rounded off to the nearest integer
The number' N of consecutive leftmost Os up to 9 in Ax is formed by a gate network
Both g; and N, along with V, Ax, C, and F are buffered in level 7 where a ripple carry
can ‘be completed in the formation of g, and where a segment can reside during a write
cycle of the segment buffer. ‘

Normally, segments with Ax>4 are stored in the segment buffer while in
level 7. If a segment’s £x<3 and that segment follows a segment stored while in level 7,
the storage clock enabling signal e is held false so that.when that segment enters level 7’s
TTL register, it will not be stored until it reaches level 8.

Leyel 8, which buffers A xg, Ab (equal to g .-2™ 2) C, and e for a segment The
varlables e and-Axq are sufficlent to define &x and to flag the segment as valid. That is,
if e=1, in level 8, it means it had been stored in level 7; therefore, it is not valid in 8. If
the following segment: in level 7 is being stored, the data in level 8 thus will' be flagged as
invalid (i.e., already stored). If e =0 in lével 8, it means Ax was less than 4, that is,
Ax =2 or 3, in which case Axqg (the low-order bit of Ax). i51 sufficient to define Ax.
Because a segment w1th a 4x<3 has [Ax/2] =1, no smooth shadmg through intermediate”
brightnesses is necessary Thus F is not needed.

- The Buffer Wrxte Enable e is “anded’” with PCE and Buffer Not Full (BNF) to
form BWCE which causes the segment buffersto store the word.. PCE is required so that
each segment is stored only once BNF is required to prevent overf]ow 1n the segment
buffer in cases where more than 256 edges are decoded (error in image def' inifion). Edch
time ayword is stored in the segment buffer, a counter is incremented.(from -1, then to
-256,-255...to -1). Initially this coun'er is at'-1 (forced to -1 by CRS at the
beginning of the buffer load cycle) or having been left at ~1 during the previous oad
cycle during which 256 “wntes were made. Often, there is not enough time and/or edge ’
crossings dunng a load cycle to wnte 256 words into the buffer (thus leaving the counter
below -1). BNF goes false if the counter— -1 and the segment is not the first valid one
encountered during a load cycle. The first va.hd segment where m = l‘from level 6 forces
BNF true-‘in spite of the -1 value, resetting the ‘counter to -7 where it will be
incremented by following valjd data. If the first_valid segment has a 4x<3, even thongh
BNF goes true', e does not, preventing the storage of this segment while in level 7. In

such cases, m is set to 1 for the next segment also. Thus, when the pair of segments is

store‘d, m will be 1 in the first word to enter the segment buffer (an e of 0 will guarantee ’

that e is 1 'dulfing the next clock period).
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A segment is detected as ‘‘first” 1f it is valid*(V = 1) and the previous segment

was invalid (V = 0) (V V" in the dxagram) The memory controller s deggned to set V

equal to zero for all but valid edges except if none are encounter . That is, if it happens

that no valid edges (including the markel;r'edge) are detected “during a scanline decode
period, the last. invalid segment is flagged as valid, in order that the segrrient buffer will
s_tofe a word with m = 1. This is necessary in order that the segment to video decoder'
u;m can find the first segment in the buffer when less than 256 words are l(;aded into
‘the buffer.

When V=0 and PCE is 1 following t.he‘bl.ock of valid segments that have
passed down the decode‘r\ through level 7, BWCE is held high until (a) the buffer fills with

i

*‘nulls” or (b) the load cycle times 6u{. A “null” is simply that which follows segments
that define the visible scanline. In cases where two valid segments enter each word of the
segment buffer, only;128 words will have been written in, yet another 128 shifts are
required to move "the éegment data to the output of the shift register buffer. Thus, 1t is
necessary to use up any remaining ¢ycles of the load cycle (40 of them) to move these
data; forward as far as possible, minimizing the number of shifts that must be done by
the bl}_ffer to video decoder dl‘xring‘ the horizontal re?race period before an m =1 is
detected and the visible trace begins.

When one-half of the segment buffer (which is actually a pair of ping-pong
buffers) is switched over to the video decoder at the end of a load cycle m is forced low
to that half of the ping-pong buffer so that wflen an m = 1 is loaded into the other half
of the buffer, it does not enter the first half also. This “extra” m =1, if not shifted out
during a load cycle which “times out” because sevéral segments are paired into cycle
words, wauld lock the video decoder onto the wrong ““first word.”

It should be remembered that for segments entering level 8 as valid,
P g = Ab (since- [Ax/2] = 1),'and that segments where F =1 have g =Ab.22 also (‘hat 5 .
is, Ab is upper 8 bits of 10-bit gs). '

Segment Buffer e

- 'The segment buffer consis.ts of two ping-pong shift regjster buffers feeding one
output register. The 60-bit data word from levels 7 and 8 is fed to both buffers. During a
scan‘line decode period, one buffer is loaded whiie the other is unloaded through the
output register, the roles of each buffer alternatirtg every scan period.. The buffer being
loaded is clocked (shifted) at the end of the 134-nanosecond period when BWCE = 1. The

buffer being unlohded is under the control of the segment-to-video decoder yet to be
described. However, m to a buffer .being unloaded is held to 0 to guarantee no false -
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At the beginning of a ‘loac;,' cycle which begins six clock peric;ds ”(6 .134
nanoseconds) after’ a scanline dedode period because of the delay for a new set of
segments to pass down the pipe, the counter in level 6 already has been reset (bf},_CRS:)
and a buffer load/ynload select flipflbp (BA) has just been switched to the opposite stite.
Each word written into the segment buffer causes the counter in level 6 to be
incremented (enabled by BWCE). After the last‘valid segment is drbpped in levele Tor8
(i.e., following Vs = 0), BWCE remains high (so that the buffer will be clocked steadily at
peak rate 134-nanoseconds igﬂe}'val) until either it fills (counter has cycled) or it is time
for a new load cycle. At therend of a load-unloa;i cycle, the roles of the two buffers

are interchanged. '

The segment-to-video decoder via Buffer Read Clock Enable (BRCE) clocks the
buffer (to be unloaded) once and if m =0 in the buffer output register continues to
clock the buffer until the marker bit, m,‘is detected as equal to 1 indicating that the data
in the buffer have been shifted forward and now reside in the output register of the
buffer. Duriné this “'search’ clocking, m entering the‘ buffer is forced to O (see
Figure 27). If, as a worst case, two valid Segments fbr instance, were loaded into each
word for a total of 128 words of the buffer, and if there was not sufficient time for
clockmg the buffer another 128 times before a new load cycle, the segment data in the
buffer to be unloaded will not have been shifted ,forward to the output of the shift
register buffer Thus, this partially loaded buffer must be clockqd by Jhe video decoder
unit until the first valid segment has been loaded mto the output reglster The video
decoder takes over the control of a buffer at the begmmng of a honzontal retrace period
and thus has time to shift forward the data. .

The main memory requires 450 clock cycles (for ‘N =4 atTintervals of 134 nano-
seconds), so that the s.egment buffer will require 450 clock cycles to elt;pse during a load
cycle before it can begin to shift forward its cont,ents'. An additional 40 clock cycles for
a 'scanline decode period will guarantee that at least 128 + 40 (or 165)'words have
entered the buffer by the time the unload cycle ends. Thus, during retrace time, the
buffer will have to be shifted by—“the video decoder z'it( .the most, only 256—168 or 88 ‘
times +2 more in order.to get data into buffer output registers. Thus, at 134-rianosecond
clock rate, 90 x 134 = 12.1 microseconds are required. Becau_se the visible trace time is
400 clock periods and the scan pei‘iod has to be equal to a multiple of 5 (for a 5:1

_interlace), the trace period of 90 is used to bring the scan period to 490 (i.e., 98 x 5).

Thus, the retrace time is 12.1 microseconds (90 x 134 nanoseconds). The visible scan

period is that required to output 1600 points or 400 times 134 nanoseconds, which .
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Figure 27 — Block Diagram of éegment Buffer '
. = , . . ) :
comes to 53.6 microseconds for a total scanline peried of 53.6+ 12.1 or 65.7, that is,
400 + 90 clock cycles of which 490 clock cycles are required to decode ihe data. .
) A marker segment (generated' out of marker edge) should be the first edge to enter
the segment buffer. Its Ab assumes’ B = 0 on its left. Thus, its Ab will be equal to the B
. of the next edge down the pipe. .
A scanlme period of 657 microseconds is, for all practical purposes, the same as ‘
that ° for commerclal TV (whlch is around 64 mlcroseconds) Thus, the display monitor .
will remain compatlble with commercial TV .mput (sqe Figure 28.)

A Y
s

Segment-to- Video Decoder

There are four ma)or reglsters in the video decoder They are the Color, Output

Reglster (CR), and Brightness Register (BR), the Brightness Increment Register (BIR),

../.' 4 ' - | . 54 ‘ ° Lo )
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Figure 29 — Block Diagram of Segment

Video Decoder‘
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and a Ax Countlng Reglster DXR ‘(see Figure 29) In addltlon to these reglsters there is
| a set of registers in each Dlgltal to Analogue (DA) converter network. However these need
not be consxdered here ) , . \\ ' *
Most of the data for a segment resrdes in the BIR, CR, and .DXR regl\sters for
)exactly [Ax/2] clock periods, all of which are 67 nanoseconds ,long except the last
Jperiod, ‘which must be 100.5 nanoseconds long if Ax is odd (see Figure 30).! m', ¥, e
Axg and Ax' (y are left in "the Segment Buffer Output Register (SBOR) The BIR Is loaded
either {(a) with g’ approxxmately shifted by N’ and high order bits of Ax’ (N 1s held to 3
bits with hlgh bits of Ax’ used to derive the 4th bit later), or (b) with Ab . 22 of a left ~
(narrow) segment. The contents of the BIR are used to _mcrement the brightness register
whose upper 7 bitg define the brightness of the video to be sent to the monitor. Both t’h'e
brightness and brjgh'tness increment registers are 18 bits wide. )

) -For right segments, if F is 0, the contents of the BIR ‘are added to that of the B
regrster the updated B being clocked back into the B register at the end of each of the
[ax/2] clock periods (see Pigure 30)., e

- Fislif for the rrght segment the contents of the BIR (wWhere g’ .'22(A‘b ) are added
to the contents of the [ﬁ’ register, the updated B being clocked back into the B register
only at the end of the last clock penod of a segment’s decodmg (see, in Flgure 30, the
interval between X3 +.X4). ‘

- For left segments the contents of the BIR (contamnfg Ab) are added to that of the
B register, the updated B being clocked backsinto the B tegister .at the end of the one
and only one clock period over which that segment is valid (remember only ' segments e
with AX or 3 w~111 be left segments where [Ax/2] =1 (see, in Figure 30, the interval

bet’weer:\?(3+X3). When new segment data are loaded into the BIR, DXR, and CR
registers, the'BB register is loaded with its input truncated to an 8-bit number, the lower
of the 8 bits, being set to 1 and the remaining 10 bits being setsto 0. This prevents the
accumulation of round.off errors stemming from the generatlon and truncatron of g toa
10-bit number, and effectlvely rounds off the putput 7 bits of B to the nearest integer,

The DXR register is loaded with [Ax'/2] data “only from,th’e rlght segment the only
segment that can have a Ax>3. After having been loaded from the- right segment this
counter ‘counts down and as it approaches 0, enables various clocks., For example, the

segment buffer memory is read (clocked) always at the beginning of the last 67- or_

100.5-nanosecond p‘enod over which the right segment is valld.

~
N

'"The extended clock perrod oceurs in the Iast period, during Whlch a segment’s data are in the
registers of the DA units. o -
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. “ For an odd Ax, the clock intémals of 67, nanoseconds will be extended to 100.5

nanoseconds by the video decoder controller during the last clock period where segments’
\ data resides in the DA converter reglsters
A controller section of the video decoder contalns a register used for; load selecting

. » -

and clock en abling of the other registers. - ) —

' The outputs of the BR.and CR reglste);s pass through four .D-A converters (with
~ “hold registers) where the analog output$ f{rev added together by simple resistor networks,
as shown in Figure 29. The three cofor video signals (red, blue, and green) are fed onto

»
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the color monitor t':hrough coax drivers. Sync is obtained directly from the terminals
communication controller unit, which supplies the basic timing .and control signals for
run and load modes. ’

BRIGHTNESS DECODE ERROR ANALYSIS
Because segment data use a gradient approach that could accumulate truncation

errors if insufficienj: l;its are employed, an error analysis'is carried out next.

The fo;mulation presented in describing the terminal always treated data as integers.
Thus, various. powers of 2 were injected into the various equations. This was done to
simplify this error analysis. .

Substituting Equatioh 9 in Equation 11, it follows that:
o+11

g=Aabr.277+1/2 S Ab2 . Ab28s 1/2 (Equation 12)
S [ax/2)eN T : ,
But BIR isg.2N. - N

Thus, when BR is truncated to By +1/2 (assuming radix point to the rigimt of the 7
most sxgmflcant bits in BR), the followmg change in brightness, db, after [Ax/2]

.

bnghtness update results:
AX 2N 9-11
[ 2] &

1 ' ) )
[ax/2] 2N- 11{ 4b2 N tOb2 8 1/2} ;

>

db

t
N

[ax/2]2

Y

Abt[Azx] oN-19 7+ [A—z"-] gN-12 .

»

-

Abte

where:
]

= [é-zi] oN-19 (Ap+27)

Since [%x] ._2'N1< 210 - 1 (a 10bit integer) and ab <27 - 1 (h 7-bit integer), it
follows that:. ‘ ) . )
e <(210- 1)2-19 (27- 1) +27) _

©o< (21841 28 - 210y 9-19 s
< 2'71 - 2"9 A

GRY)

61




4 . .

B
~ [ -

The 18-bit BR can resolve to 2~ 11, Thus, BR just ‘béfore truncation will contain:

By + }/2 + Ab".' e wheree< 1/2- 1/29 ‘ " (Equation 14)
It follows that the maximwm possible c;)ntents at truncation will be Bg + Ab + (1 - 1/29),
whichz truncates Bg + Ab, and the minimum possible contents will be By +Ab + 1/29,
' which also ’tryncates to*Bg + Ab. Thué, via ,tthe truncation technique employed, each
edge‘ys brightness intercept is restored at the beginning of the asst.)ciated segment’s arrival
inBR. -,

'COLOR MONITORS

A video amplifier rise time of about 70 nanoseconds is required to follow the
output of the D/A networks of the terminal decoder. This ’can be accomplished within a
Son(y commercial color TV set by (a) reducing the value of the video output resistors to
2K ohms, and (b) either lowering the subply voltage to 75 volts or using higher power
transistors.’ ’ -

Since D/A outputs are the log functions of the required red, bfge, and green video
signals that‘r\hust be fed to the color picture tube, each of the three video amplifiers must
be preceded by an antilog amplifier.

An antilog.circuit with ou.tbut rc;sponse time of 60 naneseconds can be realized by
‘using the log c iiracteri'stics of a transistor. However, a slow responding biasing feedback
network is nece éry in order to stabilize the amplifiers over the varying temperatures
produced by the varying video signal levels. This feedback (via biasing the antilog
transistor) clamps he\ So‘lor signal output on an antjlog amplifier dux;ing horizontal retrace
time t‘o a fiw}geg_luqf‘@_!iﬁT{]is feedback bias is additive with respect to the log color input so .
that the effect of t*le feedback is to set and to stabilize the contrast gf the image on the
face of the monitor;s CRT. The brightness control serves to add a constant*to the final
color video signals. A contrast control j; obtained by letting it control the clamping level
during retrace time. | ] .

" Both horizontal \sync and vertical sync are fed directly into the appropriate places
disab-li.ng the internal sources of sync within the TV monitor. . )

No attempt has li\een made to code the sync and color onto a single vyire.j ny
techniques are available "\and can be em?loyed when and if necessary.

\
|

.
| .
'Identification of prod\‘\ucts in this report is for research documentation purposes only, this listing
does not constitute an ofﬁdllal endorsement by either HumRRO or the Departmen{ of the Army.
‘1
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COMMUNICATION CONTROLLER | ~

~ The communication controller consists of\}hree major units: a coax receiver unit, a

J timing generator unit, and a terminal load control unit (see Figure 31). Bhe coax receiver
. . ?

(a) derives both clock and data sync out of the synchronous data bit train which is sent

over coax from the central system, and (b) produces as output an 80-bit data word to the

terminal load control unit. ' . e
\' - ¢ '§ .
*
- Timing .
- 4 -_—»
Generator Clock/Timing Bus
Input
) v A Bus
E__ Coax _ Te[n?n;al Data/Contsol Bus*
— ——
Receiver s oa
L Control

Figure 31 — The Communication Controller

“ <

commands or edge data (or as RAM data) and produce{;: output to the terminals’ input
bus (data/timing/control bus) the appropriate signals required- to load or modify the
terminals’ memories. A normal load sequence consists of an attention command, followed
by address and data commands, then an end attention command. \

The timing generator unit generates al34-nanosecond clock from which it derives all
terminal clocks and timing signals including horizontal sync and vertical sync for a 5-to-1
interlaced,:raster scan, with a frame rate o'f 11”2/sec and a field rate of 60/sec (a frame is
made up of 5 fields). ’ -,

’ .

Coax Receiver s , . )
Synchronous transmission is em'plca)yed, using pulse width modulation. An 84-bit
word is required—1 bit for sync, 2 bits for éommuriication control, 1 bit for parity, a@d
80 bits for commands or edge data. Th%s is illustrated in Figure 32.
When no valid data are being sent down the coax, a null word is _sent. It consists of
a sync bit followed by at least two-0s (command bltS to the communication controller,
not to the terminal). If\the parity bit and the followmg 80 data bits in a null word are

also set to zero, the coax receiver derives sync information from the pulse train by

locking onto the sync puls% following 83 consecutive 0s. The coax receiver is shown in

R ‘

Figure 33. . 6 1

ERIC o

The termlnal load control unit decodes the 80-bit words from the coax recelver as .

S




%\“\0 .dv\& . . )
Q)
/ . /Q% 80 bits of.edge data or commands ¢

84.bits word

——

t

, Figure 32 ~ Coax Data Format
= ”~
Each bit transmit consists of a high of r units followed by a low of 7_ unlts
followed by the data b‘ftgz\l 27 units. The negatlve transitions in the pulse traih delayed
by 27 units serves as the clock for circuits which (a) sample the data train (see
Figure 33), (b) derive sync information, and (c) convert serial data to parallel data. '
The clck derived from the data trdin increments both a sync counter and a data,blt
¢ounter, both cyclmg throuﬂh 84-states. - -~ - - L
' The sync counter is always reset to -84 1f a norizero bit is detected. This counter
will reach -1 only if 83 consecutive zeros have been detected A “1” data bit “anded”
with the -1 from the sync counter serves to synchromze the data bit counter to the sync
pulse that follows the 83 zeros. ' : - v
] The-data bit counter generafes timing lnfprmatlon ﬂaggmg the end of every 4th
in the 84-bit word and the end of every 16th bit in the latter 80 bxt portion of the
84-bit word. . : a

Data are sh1ft,ed 1nto a 4-bit register on the data-bit clock. Enabled by the “4th bit”
flag, these 4 data blts are loaded in parallel into a 3- by 4-bit shift reglster The 4-bit
reglster and the 3- by 4-bit shift reglster hold a 16-bit word that is unloaded into a 5- by
16-bit shift reglster at the ‘end of every 16th bit in the 80-bit data word.

The first 4 bits 1n an 84-bit word are decoded when the first 4 have entered the °
4-bit “shift register. These 4 bits are used to determine whether an alert flipflop EV'
should be set after the following 80 bits have been loaded into the 5- by 16 buff\r Th}z

\ load control unit must accept the 80 bits of data within 20 bit times (the time until thé\
first 16 bits from the next edge data or command words must be loaded into the 5- by '
16.bit buffer). \ . Lo . . \

If & null command is detected, EV will not be set and the data entenng the 80- bit \ )

S
62 . |

buffer will not be sent on to the load control unit.
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Fof :a 100 -106- bit: per-second transmission rate 7= 2.5 nanoseconds. The “front
end” of the receiver described above (network feedmg the 5- by 16-bit buffer) is able to ,
. run up to 6.106 baud, limited by the one-shot FF acting as a 2r delay. Replacing that
device with a delay line. permits the circuit to run up to 30.106 baud. In order to achieve
100.108 baud, ECL devices must be employed, although the approach is similar. (

Introduction to Terminal Commands . ,
The terminal has a Layer Address Register (TLAR) but not a Bank Address Register
(TBAR) ince:{m:rks are clocked (read) in unison when an image is decoded.
. Dy g mory updating by ,the commlfQication controller, banks may be loaded °
‘md,md ly as &én as .a layer at a time (the latter in. cases :vhere memory is beirrg‘
/ cleared) Thus, the controller contains a register TBAR serving as a terminal’s bank
address register during loading. Together, during loading TLAR in a termmal and TBAR

in the controller point to the memory location that will be altered if the appropriate

control lines are actrvated with an edge word on the terminals’ input data bus.

Command words appear as in Figure 35. There "are basically three types of
commands: (a) those that begin or end a load sequence and/or seek absolute or relative
addresses' and/or clear a portion of memory; (b) those that write an.idge wdf'd ot skip by
a single memory location; and (c) a command that loads a, “look up” RAM in the
decoder portlon of the terminal. . , '

“Addrgss seek’” commands have a Layer Address (LA), Bank Address (BA) and a |

s layer relative address DA. The commumcatlon controller enables clocks to a layer of
. ) memory ahd places LA on the termmal S mput data bus so that the terminal can inhibit

- | 64
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F/gure 35 - General Command Words

1 the advancing of memory if TLA (contents of its TLAR) equals LA during the DA clock

periods when memory is advanced a layer at a time. ¢
Thus, if relative addressing is de51red LA is made an impossible address, DA serving
as the relative address. If absolute addressmg is desired, DA is made large enough O that
TLA reaches LA before DA counts down. e
ThlS techmque eliminates,” during loading, the need’ to receive data from any

terminal, thereby simplifying the communication controller. Also, it permits seeking an

address within a dynamic shift register memory system which must be clqcked at léast*

eve1:y 100 micreseconds, yet whose present memory address is unknown. That, is, to give
a command to seek an dddress can require over 200 microseconds before TLA=LA, yet,
depending upon the initial value of 'TLA, LA may be reached immediately, leaving 200
microsecond$ until memory is clocked again. v ’ .

Since th® central system mas; be-located miles away on the other end of a coaxe,
thgre is no time ‘to relay back ‘to it that the terminal has reached the desired address.

Thus, the central system must wait the worst 1case delay which is around 200 micro-

'seconds a time which is short compiclred to the 5 milliseconds required to transmit 5,000

edges over a 100 106 baud line, but large compared to the maximum memory clock

interval of 100 mlcroseconds

-

In order to hold the memory-clock interval to under 100 microseconds on seek

" commands where TLA is not known’ by the central system, a sequence of n (3 or 4)

address seek commands must be utlllzed each employmg a DA of under 750 (750x 134

nanosec nds = ~ 100 mlcroseconds), the nth command addressmg LA the n-1th command

.,

addressing LA- l—the first commag-addressmg LA-n+1.

65
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Obviously, once TLA is known, commands with any DA are permitted, the central

system timing itself (and sending null words down the coax) to guarantee the terminal
will reach the desired address just ahead of the next data command. -

The aitention command uses an argument Terminal Ngme (TN) t'o put terminal TN
into the %oad mode, the mode where 1ts memory is under control of the communication
controller. Number of Banks (NB) is an argument that is necessary to tell the controller
how many banks of memory terminal TN has (in cases where N—number of banks) varies
among‘terminals. NB is used by the controller to cycle TBAR throug}i the N bank
address (addresses 0 -+ N~ 1 = NB) for banks 1 through N. ]

To simplify edge data transmission and/or the communications controller, the
“attention’” and ‘“‘end attention’’ commands respectively ungfagger and restagger the data
in a terminal. Bits e and s in these commands are used for this purpose. The variable e, if
sét, forces aﬁstagger or unstagggr (specified by s) to be done after DA memory loadings.
DA must be greater than 258 for unstaggering, since the smaller section of memory may
not be aligned with the larger section of memory when"the terminal enters load mode.

The variable w, if set, causes edge or nuff'data to enter memory as jt is clocked. For
instance, clear memory commands are no more than seek commands that alter memory
as it is shifted ' q

¢

Detailed Command De&criptions

¥
Figure 36 illustrates the detailled command descriptions that are discussed an this

-

sectign.

Attentioh, New Image (ANI) Thls command puts termlnal TN into load mode and

specxfxed NB (one less than the number of banks) for that termmal This command zeros

*

TLAR and resets the alignment counter. In load mode and thh the above counter reset,
memory will act as a 1282 N-word shift register. . .'

Follo;;ri'ng tnis cgmmand, 1282 x N edges or nulls must be written, obeying the
blocking data format. T .

This command does not have to unstaggér, memory because the memory’s old
contents are not ‘saved. /.

Attention, Modify Image (AMI). This command puts terminal TN in_ loa;d modg and

resets its TBAR to zero. It does not reset the realignment counter since pomons of the

. memory contents. must not be altered or reordered

/
DA of this command must exceed 257 to guarantee the small section of

memory is clocked around until allgn{nent occurs and the larger memory loop is formed.
0 “ ' i -
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. . ).
Following zilignment, memory operates‘as a 1282 N-word shift register, with TLAR incre-
menting along with memory. The TLA and LA comparislon is inhibited until alignment
occurs, so that a chance TLA = LAV before alignment will not inhibit the clocking of the
small section of memory. ’ . ) - )
BA = 0 because unstaggering requires that TBA = ) 0.
After~ an AMI command, SEA (SEek Address) commands must follow for |
reasons indicated in a preceding section. . a :
SEek’ ;deress (SEA). This command moves,memory forward until TBA = BA and
'erther TLA =LA or LA is incremented DA times. - . 3
If the mrtral contents of TBAR are not 0 and DA # 0, memory is clocked one
bank at a time (s ng at bank TBA + 1), (TBA % 0 thro?lgh .N 1 for banks 1 through N
respectwely) until TBA = 0. 'I‘hen all N banks are clocked together until TLA = LA or
TLA 'has advanced by DA (moduile 1282). W t
" After DA layer clock ‘enables (the enables followmg TLA = LA being- rgnored
by thie terminal), the banks are clocked individually until TBA = BA.

If DA =0, BA must be greater than or equal to TBA for a ‘meaningful result

‘DA is not constrarned in this command when TLA is known‘(because of’ a prevrous
‘command) since the central system can predict accurately when to send the next
command which must be within 100 microseconds from the time the terminal actually
~reaches the -last address of the last command. nThus only the, SEA comrpands just
followrng an AMI command must have DA < 750. .

Clear Sub Block (CSB) "This command drffers from an SEA command in that it

writes in “null” edge data at all addresses between, the starting address (contents of
'I‘LAR and TBAR) up to but not including the address of the cgmmand LA, BA.

ENd Attention (ENA). This command is permrtted to do a seek to an address with
BA = 0. After reaching thrs address, memory is staggered and the terminal taken out of
' load\mode (i.e., put back into display mode).

erte Edge Word (WEW) This command stores an edge word at the address TLA,
TBA and mcrements the address by - 1 (TBA is incremented by 1 modulo NB+1, and
TLA is 1ncremented By, one (module 1282) when TBA advances to zero) y

(]

-Clear Edge Word (CEW). Same as WEW command except a null edge is written in,

that is, an edge that wrll never be detected as crosslng scan lines 1 through 1313..

- ~
. ~ . ~ . 6 N
. . .
D . * Y
.
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Skli‘)" Edge Word (SEW) Same as WEW command, except memory corm not
altered that is, address mcremented by 1 is its only effect ) .

¢ - ~

Termlnal Load Control Unlt . .
Th:s portlon of the commumcatxon controller accepts an 80-bit, command edge data

v -

word from the coax receiver’ and mxtlates a decode cycle whose length varies from 27

‘Refernng to Figure: 37, when EV 1s se’nsed *‘high” on a 67 clock a- VA fllpflop is

. seekxng commands), ‘

.~ set which resetse EV and enables the strobmg of thé 80.bit input into an 80-Bit bus

reglster This 80- hlt reglster has a portion that can act %o as a counter where DA can be
decremented (DA i’ncremanted) ' e \

The :80: bit’ bus reglster outputs directly to the input data bus for all termmals served

by a single’ communrcatlon controller (up to 2000 termlnals when intermediate bus

drlver gates are added) ;.

#

When th1s régister is loaded w1th b)ts d7~g-\vd;: 1, (attention commands) the NB-

b1ts are also loaded into the 4 bit Number qf Ban Beg:ster (NBR) and TBAR is 3et to
zero Whenever TBA =NB, the next stdte of TBAR is mm((kef—-’PBA is 1ncremented by
ﬂone modilo NB\+ 1).

-

(TAE) to go ttue for ne' clock period ( 134 nanpseconds). All ‘t.ermirfals ‘1961( at TN

Wthh- has been placed upon, fhe input bus Only terminal TN setq its LD fhpflop, thereby

. entermg the load mode. Only when a fermlnal has its LD fhpflop set, does it reqund to

* el
. - . -

the remaining- control lings.

If the ANI command were given, Reset Counterl,(RSCN ) control line is raised’ (when ‘

TAE faIIS) so that the addressed term1nal will ‘reset ?s TLAR and its alignment counter.
This alignment counter is reset so {frat the_ Jarge

‘: 1ndependent of the state that the smaller. Sectlon of memory was in.
. "When the termlnal enters load mode; "the clock gnable lines to- lts N banks are
sw1tched over to the clock enabLe lines from the termmal load cohtrol unlt lines ERCI

t

through ERCN. . . | o T

’

- * ' N g v 2 - . -
- ’ A . A ~ .
. , .
. . . L9
N ‘ -~ . N . , .
\ B '
.

clock” perieds (eac nanosecon s) to mdre than clock periods (for address .
lk/Rod(h134 d)t dthDAlkpodfdd \

]

282 memory. loop will be formed ‘




- N - .s.' : v \
’ - ° : Y .
o 3 - <
4 * . . .
. [013U0D) peO] [RUIWLIBY — /& 24nb1y .
P . > . ¥
lllllllllllllllllllll —— o ——— — e m— — - - [
- : : 3 '
| 1, 101 RUAG DUAS 32019 ' _ ‘ -
* > - ‘ s .
R S .
Y .
HONUOY PPOTY jPuMtIa) _ , .
SR vEL (9 vE i | - .
“ 100D Asowsdyy Mgy
kY - - ¢ ' — : Qe : q
- NISH < : — e e Y . ¥
' N pee e s e yi!irt_l.la - - - - -
: (| frm e s e e
- N S.341S KI i o T T
R DL I U2 K B I B
. ) ) - - —rt—--
v D HOUS - S N i
- 7 ' - - A §
s . “ - _. # i T
» /’
¥ ’ b . — ! v _zm
JOHUOD § 401D ! .
R N ¢
- - e . - . - - _ _ c:._:aw.v r\_u.:.x YO0 .
P—— e - FO012 A woanl i
. . IR ! apooap { —! :
- “ _ W Alowaw N "
. U0 . AR TSIt N
. e - @ pro 1 , 0 w. HUN0Y o
" { _— i . . [T
" N \w :— (¢ ] — h.:.ﬁ: .—:_.‘.1_ IS 2200,
- ] i ' 13531 \MM; v
HUN . __‘ 0P ssappe ﬂ. — iR _.[_
) 1MuUno 0 va ' N R
: o) : - f .
4 N T e ey _ N H\ ~ v N
T e SE - sLLoSD o LT DS SO S 0 S 1 S - S
T T L T - T
—— e O
—_— !,Av —- —_ = - - - - PSS,
- Jannng ) sng fweg 1nduy
- — * .
NiL N Vil v\ vd B Y ol semo |
0 g 04 © X Ty Jo) 8 0y 0 1 o £9y 4 | .
- ~ 8y £9 Wl. .
J 3 . )
Lad Y w .
L —_————— - - - S = e e e e e e e - - — — - _ = - llm“ - N truwigy
. 1Ay XPOT)
* . ) -— .
) . o *
A . . . o . -
“ ) 4 )

*

L]
O

IC -

Aruitoxt provided by Eic:

1




- dD,ur{ng address z1-‘,e;Za}cing, either one.or alyl, of these lines'are raised. Wheneyer bank N
enable line is"l*aiseﬂ_’,:TLAR JIn the termina] increments along with the clocking of fhe Nth \
bank (or all N banks)..This is the same time that TBAR resets to zero in the controller.

' . The control signal SRCH is activated ih address seek command until DA is
decremented to zero. The terminal requires SRCH to be “true” before it will let the
condition LA = TLA inhibit clocking of memory even though ERCI*-> ERCN are true.

In address seek commands DA in the bus register is decremented every time all N
banks are clocked. " . i
s A control signal SIBUS is “trye’ if the command has w =1 (command bit d7g):
™ 'I'hls SIBUS =1 forces the addressed terminal to accept data into 1ts memory input
}%sters from the input bus rather than from a shift reglster Thus, memory will be\
written into as memory is clocked. .
X the iehd of an ‘AMI command when DA has decremented to 0 a control line DL
is raised for two clock periods and all N clock enable.lines (ERCn) are raised for the first
of those tv)c\clock periods. Th1s sequence clocks only the right 52:bit portion of all the -
76-bit-wide bah§s of memory ’I‘he effect of this sequence is to unstagger memory. DL
must be held high twe umtﬁs of time becayuse the dlsablmg of the left 24 bits is done on
the actual clock to the banks, not its enables. This clock extends in time into the period
followmg its enable Because the alignmeéent counter is probably not reset at the beginning )
of an AMI command, DA must exceed 257. .
An End Attention command (ENA) acts as a seek command to an address with .
BA =0. Because e=s= 1 in"the control blt,s of this command, memory wﬂl bé staggered
‘s after the address is reached This occurs when DR ifgeld true for two units of time with
" ERCI through ERCN held hlgh for the first-of those penods DR. dlsables the clock to
the right 52 bits of all N banks so that staggering results. . .
The termmal upon recexvmg DR =1 and ERCN = O resets its Load (LD) flipflop,
ending the load mode. - ) :
For WEW, CEW, and SEW commands only one of fhe ERCN lines are ralsed
causing (a) memory to advance one gdge word and (b) the edge word on the lnput bus\

to be written into only one bank (for a WEW or a CEW command only). v
A Clear-Sub- Block Command (CSB) acts as a SEA command exc&t SIBUS is held.,
hrgh during the enabhng of the ERCI through ERCN lines. '
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. TIMING GENERATOR

- Thls unit generates for each scanline pulses BG, BG- 1, BGE, HRP SRC, and
SRC + 1, used by the termmals for timing purposes (see Figure 38).
Also generated is the y value (y10, yo, ..., yQ) of the scanline, which increments
by five between scanline decode periods or which resets to an integer i)etween 1‘ and 5 if
an end of field (veh‘hs{xl scan) is detected. Figure 38 ‘shoyvs the sequerice of ; values for

each field. e
-~ -

. »Eaislc? y————» = Scanlines
’ 1 1, 6, 11,6 o «1311 262 .
2 3,8 13+« 1313 262 ~
g 3 5,,10: 15 * * *1310 261
4 2.7, 12 ° ° 1312 262 ’
) 5 4,9 14+ ¢ +1309 261

> : Figure 38 — Interlace Specifications

. A
Also generated are horizontal and vertical sync (HSYNC and VSYNC), a

67-nanosecond clock and a 134-nanosecond clock enable, .
The timing signals are derived ‘from se\;eral counters. One counter counts to .98 in

98 x 134 na~nosecon.ds sighal_ing the end of a 1/5 scanline period and enabling a second

and third ebgntex:. The second counter counts to 5, signaling the end of a scanline. The

third counter counts to 1313, signaling the%ﬁdof a vertical trace perjod (field). Because

1315/5 is 262 3/5, a 5 to 1 interlace results. Horizontal sync is derived from the first and

second counter. Vertical sync i¢ derived from the first and third counter.

' = A fourth “field counter” is employed which holds the initial value for y at the .
beginning of a field and ’*hich’is, used to reset the y counter between fields. Because
three fields consist of 262.scanl,ines and two fields consist of 261 scanlines, a fifth
counter \is ;employed to (a) count to 261 or 262, and (b) enable £}1e resetting of the y
register when end counts are reached. This counter increments at the end of the fourth

fifth of a scanline (near end of visible scanline period).

‘ -
» ' -




